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ABSTRACT

We present SurfaceStreams, an open-source toolkit for record-
ing and sharing visual content among multiple heterogeneous
display-camera systems. SurfaceStreams clients support on-
the-fly background removal and rectification on a range of
different capture devices (Kinect & RealSense depth cameras,
SUR40 sensor, plain webcam). After preprocessing, the raw
data is compressed and sent to the SurfaceStreams server,
which can dynamically receive streams from multiple clients,
overlay them using the removed background as mask, and
deliver the merged result back to the clients for display. We
discuss an exemplary usage scenario (3-way shared interac-
tive tabletop surface) and present results from a preliminary
performance evaluation.

INTRODUCTION & RELATED WORK

Large-scale interactive surfaces hold promise for many col-
laborative scenarios, particularly those involving remote work.
However, most existing systems in this space have been de-
signed for one specific application scenario running on one
specific type of device.

We present SurfaceStreams, a content- and device-agnostic
toolkit for rapidly assembling shared interactive surface appli-
cations. SurfaceStreams builds on widely used libraries such
as OpenCV and GStreamer, and supports a variety of input de-
vices, including the RealSense and Kinect depth cameras, the
SUR40 tabletop, or a plain webcam. Example usage scenarios
for SurfaceStreams include remotely shared whiteboards [15,
5, 1], ad-hoc projected interactive surfaces [8, 11], or shared
remote tabletop settings [14, 13].

A major design goal of SurfaceStreams was the capability to
avoid "video loops" which can easily occur as soon as two or
more display-camera systems are linked together. Therefore,
we support dynamic background removal by detecting and
subtracting the background plane when depth data is available.
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Figure 1. Remote board gaming scenario, implemented with SurfaceS-

treams (left: remote user 2, right: local user). [Video]

Our work generalizes from a large body of existing research
into shared interactive surfaces. In addition to the works men-
tioned above, we draw inspiration from multi-user collabora-
tive virtual environments [12, 4], projector-based telepresence
applications [3, 6], and real-world deployments of interactive
surfaces [7, 2].

SURFACESTREAMS ARCHITECTURE

SurfaceStreams uses the GStreamer library; below, we
use its notation "component1 optX=123 ! component2

! ..." to describe a dataflow pipeline in which data is pro-
cessed first by component 1 with option X, then component 2,
and so on.

The client component of SurfaceStreams continuously per-
forms the following tasks:

1) acquire RGB+depth video stream from a capture device,

2) detect major plane in the depth data using RANSAC,

3) set key color (bright green) on pixels near or below the
plane,

4) extract and rectify a quadrilateral area from the image, and

5) pass result on to a GStreamer pipeline.

If no depth data is available, e.g. when using an infrared cam-
era or a regular webcam, the data can either be passed on to the
rectification component as-is, or an intensity-based heuristic
(Otsu threshold) is used to classify pixels into background and
foreground.

This approach offers maximum flexibility: e.g. for
debugging and configuration purposes, the pipeline can
contain just a local video sink to display the output
("videoconvert ! fpsdisplaysink"). For connecting
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Figure 2. SurfaceStreams sends rectified and background-subtracted depth camera video via GStreamer (left: raw video with projected game board

and physical tokens, center: rectified to projection area, right: background replaced by chroma-key).

to the server (see below), the pipeline uses a JPEG en-
coder, RTP (Realtime Transport Protocol) payloader, and UDP
network sink ("jpegenc quality=75 ! rtpgstpay !

udpsink host=1.2.3.4"). For saving the resulting stream
to a file, the pipeline contains a H.264 encoder and file sink
("x264enc ! mp4mux ! filesink name=out.mp4").

The server component receives multiple RTP streams, uses the
color-key information to overlay these into one result stream,
and sends the result back to clients. The incoming RTP buffers
are expected to contain JPEG-compressed image data at HD
resolution (1280x720), and are dynamically "cross-mixed"
across all incoming streams (see figure 3). The mixing is per-
formed using a chroma-key approach, replacing bright green
areas with image data from the other streams. Alternatively,
the image data could also directly contain an alpha channel
which is used for mixing the different streams.

Figure 3. SurfaceStreams dataflow for example scenario.

However, none of the compressed video formats currently
provided by GStreamer offer support for including an alpha
channel, and the bandwidth requirements of uncompressed
HD video (roughly 55 MB/s at 15 FPS) would place signifi-
cant strain on the network infrastructure, especially if multiple
clients are in use. Consequently, a video compression method
needs to be used. Even the relatively simple MJPEG compres-
sion already reduces the required bandwidth for one stream to
about 2.8 MB/s at 15 FPS. Using MJPEG instead of a more
complex encoding scheme such as H.264 or VP9 also has the
advantages that no additional metadata needs to be transferred,

that the computational requirements for encoding and decod-
ing are low, and that every frame can be decoded separately,
thereby increasing robustness to network dropouts.

The end result is a new stream containing non-background
data from all incoming streams stacked on top of each other,
which is then re-encoded and delivered back to all clients
simultaneously using the same data format.

Although the server component adds extra complexity, it al-
lows to reduce the total required network bandwidth consid-
erably, especially in a scenario with 3 or more clients such as
the following one.

EXAMPLE SCENARIO

As an example scenario, we implement a heterogeneous 3-way
shared tabletop system with SurfaceStreams (see also figure
1). To the best of our knowledge, this is also the first system
which remotely integrates more than two tabletop devices
simultaneously in a telepresence scenario.

Our setup consists of one projector-camera (ProCam) system
with a Realsense D415 depth camera, one ProCam system
with a regular Logitech C920 webcam, and a Samsung SUR40
(PixelSense) tabletop device. All devices are connected to
a 100 MBit Ethernet wired network. The size of the shared
display area is defined by the fixed 40" screen of the SUR40
and is therefore 89x50 cm. The projection on both ProCam
systems is adjusted to cover the same size. As there is an
inevitable mounting offset between each camera and the pro-
jected display area, the resulting perspective transformation
between the two image spaces needs to be compensated. To
this end, a four-point calibration is built into SurfaceStreams
which exactly aligns the outgoing stream with the projected
area.

Due to the simple encoding, the total load on the clients is
moderate: on an Intel Core i5-4310M with 2.7 GHz, the entire
depth segmentation and encoding process of a HD stream at
15 FPS results in approximately 32-33% of CPU utilization.
Decoding the incoming stream adds another 6-7%, resulting
in a total of at most 40% of CPU load. As stated above, the
network load of the incoming stream is approximately 2.8
MB/s in the worst case, which can easily be handled even by
today’s domestic network connections. Due to its large amount
of chroma-key content, the outgoing stream can generally be
compressed better and will consume about 500-700 kB/s of
upstream bandwidth.
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CONCLUSION & FUTURE WORK

We present SurfaceStreams, a toolkit for rapidly prototyping
interactive surface applications using a variety of image sensor
and display options. Currently, SurfaceStreams is entirely
content-agnostic and will only transport visual information
between surfaces without any interpretation beyond removing
the background plane. In the future, we plan to include an
optional GStreamer connector to the widely used tracking
software package reacTIVision [9] to detect fiducials, touch
events, or arbitrary objects in the incoming image data, and
deliver synchronized TUIO 2.0 [10] data back to the clients,
which can then be used to trigger content-specific interaction
events. In addition, we will evaluate how "virtual" clients
which only create synthetic image data can be used to insert
additional content into a surface application scenario via the
standardized GStreamer interfaces.

SurfaceStreams is available as open source under GNU LGPL
3.0 license at https://github.com/floe/surface-streams.
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