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ABSTRACT

This paper explores the relationship between privacy concerns

from voice assistant (VA) users and their persistent dependence

on these devices for convenience. To gain a deeper understanding,

we investigated using two studies. In the �rst study, we conducted

semi-structured interviews with 13 participants, applying the lens

of system justi�cation theory. This approach enabled us to discover

the cognitive and psychological mechanisms that people use when

rationalizing and justifying their privacy versus convenience trade-

o� when using a VA. In the second study, we deployed VoxMox,

a provotype, in three households. Our objective was to prompt

participants to re�ect more deeply on their privacy rationaliza-

tions and justi�cations, potentially motivating them to take action.

Overall, our �ndings from both studies revealed several instances

of apathetic attitudes toward privacy. We discuss privacy apathy

in relation to the existing literature and o�er research and design

implications for breaking these attitudes in future studies.
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1 INTRODUCTION

Voice assistants (VAs) such as Amazon Alexa, Google Home, and

Apple Siri, have been integrated into millions of homes, transform-

ing the way people perform everyday tasks. They o�er convenience

by enabling users to easily control devices, access information, and

perform tasks using voice commands. However, incorporating VAs
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into everyday life also raises privacy concerns, as they need to con-

stantly monitor the home environment to operate properly. This

presents householders with the challenge of how to e�ectively

manage their privacy.

People often complain about the data practices of VAs, yet they

do not necessarily refrain from using such devices [59, 60]. This

discrepancy between attitude and actual behavior complicates

research- and design-based attempts to help people manage privacy

of contemporary technology. This attitude-behavior discrepancy is

also central to the well-known phenomenon of the privacy paradox.

The privacy paradox is often referred to as a phenomenon in which

people say they value privacy, but act in contradictory ways. As

the privacy paradox appeared in several privacy studies, some have

even argued that the observed discrepancy may not be paradoxical

at all [59, 60, 69].

Some researchers explain the privacy paradox through a

commodity-based perspective, where users engage in a privacy

calculus, weighing bene�ts against risks [29]. Other possible ex-

planations include contextual inconsistency [53], ambiguity and

lack of control [64] and therefore it has remained a fundamen-

tal concept in privacy research for decades. Common approaches,

such as privacy calculus, rely on people’s rational assessments of

bene�ts and trade-o�s when disclosing private information. These

approaches attribute the privacy paradox to rational risk assessment

in privacy-related behavior. However, a recent review highlights

that the paradox arises from extrapolating �ndings across speci�c

situations and general attitudes [69].

Given the extensive use of the privacy paradox as an analyti-

cal lens in studying privacy in various contemporary technology

contexts, we aim to explore whether the paradox extends beyond

rational trade-o�s between convenience and privacy within smart

home settings. We contend that strict adherence to rationality in

analyzing the paradox within the context of VAs may be limiting,

overlooking nuanced in�uences and broader social dynamics. By

considering both rationalizations and deeper justi�cations, we seek

a more comprehensive understanding of the privacy paradox be-

tween users and VAs that are deeply integrated into their daily lives

due to the variety of essential conveniences they tend to o�er in

exchange for personal data. Furthermore, we believe that examin-

ing the paradox beyond scenarios focused solely on the willingness

of users to disclose information, and exploring householders’ per-

spectives after prolonged use of VAs can help to better understand

it [41].

Our approach to unpacking the privacy paradox involves two

studies. We �rst conducted semi-structured interviews with 13 VA

owners, using system justi�cation theory (SJT) [33, 42, 78] as an

analytical lens. This study explored the psychological and social
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mechanisms that in�uence people’s privacy decisions. The �ndings

of this study revealed instances of rationalization and justi�cation of

the privacy paradox discourse that were intertwinedwith emotional

responses. We then applied these �ndings in the second study,

where we developed VoxMox, a physical provotype (provocative

prototype) [11] that targets rationalized and justi�ed discourses to

further provoke re�ections upon the privacy paradox. The results of

the �eld study and interviews with three households using VoxMox

indicate apathetic behavior toward privacy decisions and similar

usage patterns to their own VAs.

Our study contributes to the privacy paradox discourse in two

signi�cant ways. Firstly, we utilize system justi�cation theory [33]

to uncover the psychological mechanisms behind individuals’ ratio-

nalization of privacy versus convenience trade-o�s. Additionally,

we introduce VoxMox, a technology probe aimed at prompting

deeper re�ections on privacy and convenience considerations. Sec-

ondly, by synthesizing �ndings from both studies, we explore the

prevalent attitude of apathy towards privacy actions, situating it

within existing literature. Lastly, we provide implications for fu-

ture studies aimed at addressing and mitigating privacy apathy. In

the subsequent sections, we outline related work, detail the pro-

cedures of the two studies, present their respective �ndings, and

conclude by discussing privacy apathy among VA users, linking

various instances of apathetic behavior to our study �ndings.

2 RELATED WORK

VAs like Amazon Echo (Alexa), Google Home, or Apple’s Siri present

a trade-o� between convenience and privacy. While these assistants

o�er easy voice-activated controls for home devices and services,

they function by continuously monitoring audio data for e�cient

response. This data collection by third-party tech companies raises

concerns about misuse and unauthorized access [90]. Despite con-

cerns, users often use these assistants for their perceived bene�ts.

This study builds on previous research on user experience, privacy

self-management, and privacy control mechanisms to examine user

dynamics with VAs, particularly with regard to audio data manage-

ment.

2.1 User experiences with Voice Assistants

Several studies [28, 39, 46, 86, 88] have investigated smart homes,

interviewing household members to determine directions for future

research on smart home privacy. Broadly speaking, these inves-

tigations reveal that smart homes, like traditional homes, accom-

modate a wide range of primary and secondary users. These users

have varying expectations about the conveniences o�ered by smart

home devices [2, 36, 39], di�erent skill levels in using these de-

vices [28, 39], and di�erent privacy expectations [76]. Studies have

identi�ed privacy concerns in the context of VAs that extend be-

yond just primary users, the individuals directly interacting with

the technology. They also encompass secondary users, individuals

who may be inadvertently a�ected by the primary user’s interac-

tions with the device. Baumer more generally refers to this category

as usees, “individuals who neither are clearly users of a system nor

are clearly non-users” [8]. As VAs have become integrated into our

daily lives, the potential sharing of personal information, uninten-

tional activation, and the exposure of sensitive data to unintentional

listeners raise complex privacy considerations [21, 25].

Chalhoub et al. [14] through their longitudinal analysis found

that VA users often repurpose their devices from planned use, re-

sulting primarily in loss of control and eventual frustrations. Lau

et al. [40], found that users who installed smart speakers in their

homes were often more aware of privacy settings than other mem-

bers of the household. Ur et al. [76], found di�erences in privacy

expectations between adolescents and their parents [87], and Mare

et al. [44, 45] found a similar misalignment between AirBnb hosts

and their guests. Some studies investigated multi-user smart home

scenarios identifying a frequent presence of a lead user or a ‘driver’

in smart households [28, 39]. These drivers acted as a sort of system

administrator for their home, taking more responsibility for the

acquisition, installation, and control of devices at home. Geeng

et al. [28] also identi�ed in their longitudinal analysis that these

drivers were primarily men who frequently had female partners

as secondary users. Beyond identifying di�erent types of smart

home users, several studies have simultaneously identi�ed privacy

violations experienced by both types of users. Primary users wrestle

with the trade-o� between convenience and potential privacy risks

due to continuous data monitoring [34, 70]. Secondary users, often

unaware of device activities, face privacy concerns when exposed to

VAs in shared spaces, requiring solutions that allow them tomanage

these devices e�ectively and respect their privacy [1, 72, 73].

2.2 Privacy and Convenience Rationalizations
in Smart Homes

Privacy encompasses a range of dimensions, from data control to

power dynamics and the appropriateness of data use [4, 49, 54, 66–

69, 82]. However, there is a paradox in which convenience often

takes precedence over stated privacy concerns [29]. This paradox

persists even when users are aware of the privacy risks associated

with smart devices [1, 72]. Rooted inWestin’s notion of privacy as an

individual’s right to control data sharing [82], this perspective calls

for self-management. However, companies that o�er conveniences

to end users assume a uniform ability of users to perform e�ective

privacy actions [47, 55]. The dominant data collection approach of

companies relies on notice and consent, but users rarely read pri-

vacy policies that are the typical means of asking users to consent

to tracking their data, often due to convoluted language [51]. Pri-

vacy notices, including informing the status of the device through

software solutions (e.g., whether a device is listening or watch-

ing using LEDs), often prove ine�ective due to complexity, limited

choices, user fatigue, or device disconnection, particularly evident

with smart home sensors [38]. This issue also extends to secondary

users of the devices, who are often considered more vulnerable

due to their limited grasp of technology and the corresponding

privacy implications [47, 55]. To counteract passive notice and con-

sent models that rely on purely language-based privacy notices,

visceral notice was suggested as an improvement to experience

privacy warnings, such as cellphones that use shutter noises when

taking photos despite not having a physical shutter [13]. Geeng et

al. [27] extend the concept of visceral notice to a new VA persona

to make notice of data capture, storage, access, and use extremely
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visceral with the hope of evoking strong emotional reactions in

users. Similarly, Seymour et al. [62] used �ctional and speculative

approaches to decontextualize familiar and imagine alternatives for

re�ecting on technology that has become part of everyday rituals

and routines.

The concept of self-management of privacy has been exten-

sively examined in the context of Web privacy, with the aim of

empowering users to have control over their personal data collec-

tion [26, 76, 89]. Various innovative approaches have been explored,

including visualizing privacy policies in ways similar to nutrition

labels [35] and introducing contextual permission systems for IoT

environments [61], all with the goal of improving the ability of

users to manage their data access. However, focusing solely on indi-

vidual control might overlook the broader societal implications [59].

As discussions continue, emerging frameworks such as personal-

ized privacy assistants and government regulations seek to strike a

balance between individual control and societal concerns. In the

context of smart homes, where data collection is highly intimate,

robust control mechanisms are essential to meet both legal require-

ments and societal expectations while also mitigating privacy risks.

Users often rationalize privacy risks and justify their choices for con-

venience, leading to cognitive dissonance between their concerns

and their usage patterns. Di�erentiating between rationalization

and justi�cation for both primary and secondary users is essential

to understand how these cognitive processes in�uence decision

making and design e�ective solutions that meet both privacy and

convenience needs.

2.3 Privacy Awareness Mechanisms

VAs seamlessly blend into daily routines, o�ering unmatched con-

venience through voice-controlled functions and personalized ser-

vices; concurrently, their “TARDIS” e�ect renders several dimen-

sions of their capabilities and operations invisible to end users.

Wallace et al. [81] describe the Internet of Things (IoT) as having

technological capacity on the inside that far exceeds our percep-

tions of the object from the outside. They call this the TARDIS

e�ect, a name taken from the British Sci-Fi series Doctor Who, in

which the hero travels through space and time in a telephone box

that is far bigger on the inside than the outside. Shorter et al. [65]

implicate two important design aspects for privacy, control, and

transparency: how to make users aware of what is happening when

the user interacts with these invisible systems and how do users

know what to interact with in the �rst place. Rogers et al. [57] ex-

plored the advocacy for the voice-enabled Internet through a series

of physical props. Chatting et al. [15] extended physical props with

metaphors and design patterns to make invisible computations

appear again for users to improve their privacy and security of

smart devices. Wallace et al. [81] argue that making complex data

physically visible can make it more personal and meaningful for

users to take privacy actions. This concept echoes the in�uence of

physical proximity on perceptions of ownership, as closer physi-

cal connection often intensi�es the sense of ownership. Taylor et

al. [74] demonstrated an increased user engagement with dynamic

physical data representations, which are considered more com-

pelling, legible, and viewable compared to static on-screen charts.

They also agree with Wallace et al. [81] in asserting that physical

data representations establish meaningful connections in the real

world, allowing onlookers to understand and relate to the data more

e�ectively.

In the context of VAs, researchers have delved into minimalist

prototypes that o�er users means to monitor VA status and assert

control, exempli�ed by Project Alias [37], which ensures that the

assistant is paralyzed and unable to listen by simply attaching a

physical clip to a default VA [17]. Chen et al. [16] introduce wear-

able jammers to improve the transparency of constant control on

listening devices. Tiefenau et al. [75] introduce a privacy hat that

makes privacy actions graspable through tangible interactions to

further enhance the e�ect. Windl et al. [83] explored privacy mech-

anisms within the concept of “tangible privacy” by Ahmad et al. [2]

that caters to inclusive privacy, bene�ting less tech-savvy users

such as children and older adults. Desjardins et al. [22] designed

the Inner Ear in response and in contrast to a growing collection

of ‘always on and recording’ smart home devices. In their work,

they use data physicalizations to increase awareness and stimulate

re�ection among users. Do et al. [23] recently introduced percep-

tible assurance of privacy with smart speakers. In their system,

the microphone can only be powered by harvesting energy from

intentional user interactions. Additionally, users have the ability

to visually inspect the connection status between the energy har-

vesting module and the microphone, enhancing their con�dence in

their perceptions of privacy. In summary, transparency, proactive

awareness, and tangible privacy mechanisms have been shown to

be vital to improving VA privacy and user understanding, helping

to balance the bene�ts of convenience with privacy concerns. In

our study, we take similar strides from the above-mentioned work

in designing a provocation in the second part of our study.

3 STUDY A: UNDERSTANDING THE PRIVACY
PARADOX

The purpose of this study was to explore the psychological and

cognitive processes used by people in the rationale between the

bene�ts of convenience and the privacy concerns of VAs.

3.1 Demographics and Procedure

We used opportunity sampling to �nd VA users primarily through

online social networks. All participants volunteered to participate in

the study and had no previous relationship with any of the authors.

Our inclusion criteria were that participants must own and have

used a VA for more than 3 months.

The median age of the participants was 35 years, ranging from 22

to 45 years. All participants interviewed claimed to be the primary

users of their VAs. Five participants identi�ed themselves as women,

while eight participants identi�ed themselves as men. Eight partici-

pants came from Denmark, while �ve participants came from Japan

(see Table 1). Our inclusion of Japanese participants was motivated

because they typically own VAs that have di�erent characteristics

from typical devices such as the ones from Google or Amazon. For

example, most of our Japanese participants owned Clova (see Fig-

ure 1), a VA developed by LINE [19]. Clova is di�erent from typical

VA because it is anthropomorphic and “themed after the popular

LINE characters Brown and Sally” [18] to make its users “feel as they

are talking to the character” [18].
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We ensured that our study adhered to the ethical guidelines

established by our Institutional Review Board. Subsequently, we

conducted the study by �rst clearly explaining the intention of

the study to all our participants, and only after they gave their

consent did we proceed with the following steps. We emphasized

that participation in the study was voluntary and that participants

had the right to withdraw at any time without consequences. To

protect the con�dentiality of our participants, we removed person-

ally identi�able information from the interview transcripts. In this

�rst study, we conducted semi-structured interviews with the 13

participants to better understand the privacy paradox of VAs. The

interviews lasted between 28 and 60 minutes. The interview ques-

tions revolved around a general understanding of VA and privacy

concerns, explanations of beliefs or assumptions the participants

had about the way their data were used, and discussions of how

they trade o� privacy and convenience. In what follows, we explain

the role of system justi�cation theory in study A.

3.2 Data Analysis: System Justi�cation Theory

System Justi�cation Theory (SJT) is a theory that explains how

people tend to defend and rationalize existing social, economic, and

political systems, even when these systems may be unfair or lead to

inequalities [33, 42, 52, 78]. SJT can o�er reasons why users justify

their underlying motivations, norms, and psychological processes.

SJT includes the following mechanisms (no particular order):

(1) Stereotyping. Stereotypes can shape people’s understand-

ing of the privacy risks of voice assistants [33]. For example,

people may stereotype a speci�c tech company as always

putting pro�ts �rst or believe that people who are concerned

for their privacy are of a certain type, leading them to un-

derestimate potential privacy risks.

(2) Rationalization of Status Quo. Rationalization involves

justifying the current state of a�airs, even if it disadvantages

certain groups or individuals [33]. In the context of VAs,

people may rationalize the privacy paradox by focusing only

on the bene�ts while downplaying privacy concerns.

(3) Internalization of Structural Inequalities. People may

internalize the idea that power imbalances and data collec-

tion practices are inherent in the ‘system’. Thus, they may

accept data collection as a norm, making them less likely to

question or resist [33].

Although SJT is typically utilized for studying systems, our de-

cision to employ it in exploring the perceptions of VA users was

informed by previous research [1, 72]. These studies revealed that

users often perceive VAs as autonomous devices, overlooking the

underlying complexities that de�ne them as systems, such as cloud-

based processing, Internet dependence, and integration with third-

party services. We also anticipated that SJT mechanisms could help

address the tension between privacy protection aspirations and

practical challenges posed by existing systems/structures [59, 60].

We applied a deductive thematic analysis [9] using SJT as a

framework to examine our interview transcripts. Two authors went

through all interview transcripts and identi�ed several codes that

were most informative. Subsequently, with the participation of all

authors, we iteratively progressed from open coding to thematic

coding, collaboratively using the three SJT mechanisms to catego-

rize codes extracted from the interview transcripts. In the following,

we present these categorized codes in line with the three SJT mech-

anisms.

4 FINDINGS FROM STUDY A: HOW ANDWHY
THE PRIVACY PARADOX IS JUSTIFIED

Our �ndings show that the primary reason for our participants

to use VAs was convenience. In short, all participants praised the

VAs for automating routine tasks, e�ectively saving valuable time.

Participants seamlessly integrated VAs into their daily routines,

relying on them for various tasks such as setting timers and playing

music. They even found educational value in VAs, using them to

get answers to questions and improve language skills. One partic-

ipant highlighted this by saying, “So, every morning I don’t have

to check my smartphone for schedule or weather” (Participant K).

This convenience, closely related to hands-free interaction, also

in�uenced participants’ choices regarding the placement of VAs

(see Table 1). Obviously, such �nding is also reported by other VA

studies [5, 14, 28]. Convenience was also the main driving force

behind learning how to interact with a new device, such as a VA.

Managing the mental load associated with remembering various

voice commands often posed a challenge that most householders

were willing to overcome. One of our participants reached their

limits: “I forgot the [Amazon] Echo device skill name. What skill I

enabled and what skill [...] I don’t remember every skill name, so I

stopped using additional skills” (Participant M).

4.1 Stereotyping

We identi�ed two instances of stereotyping which are elaborated

next.

VAs as human servants. A notable observation was how the

participants humanized their VA, mainly using feminine pronouns

and attributing human-like personalities to them. This stereotyping

component led most participants to perceive their VAs as more

than machines, and more likely as servants, as also described by

Strengers et al. [71]. For example, one participant referred to Alexa’s

ability to remember important items, highlighting how the VA was

at their service: “She [Alexa] can remember where you put your

important stu� like a passport or something” (Participant C). Some

moved a step further assigning to their ‘servant’ a unique and even

somewhat sassy personality: “Alexa does tend to [...] a bit more of a

fun personality. And I think Amazon has a little more leeway when

it comes to giving Alexa more of an actual personality with a bit of

an attitude” (Participant D). In addition, participants personalized

their VAs’ wake words, treating them as integral parts of their

households that are always ready to serve: “I think it is ridiculous

that you wake it by the company name. Personalizing it in one way

or another would be fun. Also, because it’s kind of Study of the family

in the way we use it. It’s kind of a pet you can just call” (Participant

M).

Perceived cuteness was also the reason that participants often

ignored their VA (servants’) mistakes. This was more evident for

the Clova VA. For example, one participant appreciated Clova’s

attempts to understand words and its endearing responses: “When

Clova tries to understand words but mishears and responds with ‘what
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Table 1: Demographics of the participants in Study A.

# Gender Age Location Occupants VA Models Placement

A Female 32 Denmark 2 Amazon Echo
Living room,

Kitchen

B Male 24 Denmark 1 Google Home Mini Living room

C Male 23 Denmark 2 Google Home, Google Home Mini Kitchen, Living room

D Male 36 Denmark 3 2 Google Assistants O�ce room, Kitchen

E Male 29 Denmark 3 Amazon Echo Dot
Living room, Bedroom,

Bathroom

F Male 45 Denmark 4 Google Home Mini
Bathroom, Living room,

O�ce room

G Male 40 Denmark 4
Google Home,

2 Google Home Mini
Bathroom, Living room

H Female 30 Denmark 3
Google Home,

Google Home Mini
Bedroom

I Female 32 Japan 2
Echo Play, Clova,

Echo Spot, 2 Google Home Mini
Living room, Kitchen

J Female 35 Japan 1
Google Home Mini,

2 Amazon EchoDot
Kitchen

K Male 36 Japan 3

Amazon Echo, Clova,

Google Home Mini,

Amazon Echo Dot
Living room, O�ce room

L Female 38 Japan 1 Google Home, Clova Living room

M Male 38 Japan 8
2 Amazon Echo, Clova,

Google Home
Living room, Kitchen

can I help you with?’—even though it’s not the best functionality, I

kind of appreciate it because it re�ects her personality, and I �nd it

endearing” (Participant M). In addition, the physical appearance of

Clova (see Figure 1) played the main role in being perceived as a

cute servant, showing that participants associated its design with

personality traits: “Amazon Echo and Assistant blend well with my

home decor, but Clova is a bit too cute for my taste. However, my

daughter loves its design” (Participant L).

I enjoy that we are all similar. The ability to dress up Clovawas

very important for some participants, who assumed that all Clova

users behave similarly to them. As exempli�ed by one participant:

And I actually, I’ve been to community events, where they like,

create an out�t for Clova and like [...] so, some like, some girls, we

get together in a weekend and we create an out�t, for like a few

hours and then we put it on Clova and it, you know, it’s on our

own Clova. And like ‘See my Clova is the cutest’ and things like

that” (Participant I).

4.2 Rationalization of Status Quo

In our analysis, we have identi�ed three instances of rationalization

of status quo.

To trust or not to trust? Although all participants really valued

their convenience. Most did not care about their privacy being

violated: “everyone ismonitored by their phones or computers anyhow”

(H, female). However, some had limits on which tasks VAs were

allowed to perform and on what kind of data they could access. For

example, by being skeptical about the absence of a visual interface

and by not having the possibility to clearly see a price participant

J reported “I can’t see how you can trust it enough to buy things”

(Participant J). Furthermore, some did not want to provide their

VAs with full access to their personal data, despite the fact that these

devices where placed inside their homes: “The devices [Alexa and

Google Assistant] we have at home right now, they do not have access

to any of my personal data. So, we’re not doing any interaction with

calendars or email or anything like that with those at the moment”

(Participant D).

Where should you live? Most of the participants did not care

much about where their VAs were located, in relation to possible

privacy violations (see Table 1 for details). Very few re�ected on

what kind of data these devices could collect depending on the

room in which they were placed. As exempli�ed by one participant:

“In the living room we can talk about anything [...] It is not good to

have a smart speaker in the bedroom” (Participant K). What most

participants (especially the Danish ones) were interested in was

how the design of a VA would �t the style of the room it was placed

in: “So, of course, I think a bit about it, but I also wanted it to be a bit

neutral to our already existing house” (Participant C), re�ecting a

rationalization of maintaining the status quo.

I am ordinary. The primary reason, however, to justify the fact

that data collection and privacy violations are part of the systemwas
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Figure 1: Anthropomorphic Voice Assistant Clova. Householders can also dress their device (middle image, participant J). Clova

placed in the living room of participants: I and M (�rst and second image).

how ordinary householders were. As expressed by one participant:

“There are a billion people in the world, so if they want to listen to

me, go ahead [...] I think I am boring. I don’t think I’m such a special

person that they want to” (Participant F).

4.3 Internalization of Structural Inequalities

Finally, we identi�ed two instances in which our participants inter-

nalized structural inequalities.

Don’t remind me! Although most VAs provide noti�cations

about updates to privacy policies and data handling from third-

party skills, many participants consciously chose to remain obliv-

ious. Although the importance of these updates was recognized,

participants found it easy to overlook information on such matters,

utilizing a “looking away" approach from the situation. One partic-

ipant asked for easier ways of being informed about this: “It would

be kind of cool to have the device itself somehow indicate if it has

learned new skills, or you could ask it, for instance, being able to ask:

What did you learn today, Alexa” (Participant G).

Myhome,my rules?Many participants acknowledged that their

VAs could violate the privacy of secondary users (other members

of their household and/or guests). As described by one participant:

“There are two types of people. There are people like my friends who

have ten assistants in their home, and they all know how to talk with

them. But there are others who believe that assistants are sneaking [in]

our home. For them, maybe it’s kind of scary” (Participant L). Even

in those cases, though, none of our participants reported acting to

protect the privacy of secondary users, by, for example, shutting

down a VA or stop using it for a while.

5 STUDY B: DESIGNING AGAINST THE
PRIVACY PARADOX

Inspired by our �ndings in Study A that include indi�erence to the

physical location of the VA, self-perception as ordinary individuals,

lack of empathy for household members, and a tendency to over-

look policy updates regarding data handling with third parties. Our

aim in Study B was to design to make people re�ect deeper on their

justi�cations. The approach was to produce a provotype [32, 48],

and use it as a probe in real world settings to facilitate in chal-

lenging the identi�ed justi�cations. Our hope was that through

provotyping we would be able to help our participants identify

the problem (and not so much a solution), provoke reactions, stim-

ulate discussions, and help them re�ect upon their assumptions

[11]. Provotypes have been successfully implemented with similar

objectives in multiple settings, such as challenging energy con-

sumption practices [56], inequalities in pay [3], worship services

[84], or participatory innovation [10].

5.1 VoxMox, a provocative Voice Assistant

Our provotype is called VoxMox (see Figure 2). Its name combines

the words ‘vox’ (Latin for “voice") and ‘mox’ (derived from the

English word “moxie", meaning force of character, determination,

or nerve). As we have already observed several instances in study A

�ndings that participants justify their lack of concern to privacy for

the sake of VA conveniences. Our aim with VoxMox was to under-

stand how provocation is experienced in the real world (provocation

in use [10]), and how it can challenge existing practices. In line

with this aim, we developed VoxMox by heavily relying on Bardzell

et al’s. [7] framework of aesthetic, functional, and conceptual provo-

cation. This approach was aimed at making users more aware of

and re�ect on their privacy decisions and the compromises they

make for convenience. By stimulating strong reactions, we hoped

to encourage a deeper understanding and discussion of privacy

issues related to smart home devices.

Aesthetic provocation refers to how far away from the norm

are the aesthetics of a design [7]. Instead of opting for the sleek
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Figure 2: VoxMox placed next to a sleek Google Assistant.

and minimalistic design that most VAs have (e.g. see Figure 2) or a

more anthropomorphic one like Clova (e.g. see Figure 1), VoxMox

encompasses a bulky design that clearly signi�es the recording

capabilities of VAs. In the context of study A �ndings, participants

attributed human characteristics, such as cuteness, to VAs based

on their physical appearance. Simultaneously, discernible power

dynamics emerged, where users perceived their VAs as subservient

entities, dutifully executing mundane tasks without exhibiting any

form of resistance or rebellion. To make users re�ect on such stereo-

typical instances, we modi�ed the housing of a real-world cassette

player/recorder (Blaupunkt Bari CR 7652). Furthermore, to further

highlight the recording capabilities of the device, the red recording

button was always pressed (Figure 3A) and every time the device

was activated, a red light was turning on (Figure 3B) and the cas-

sette pins (Figure 3C) would start spinning producing a humming

sound.

Functional provocation refers to how far away from the norm a

design functions [7]. In addition to the clear aesthetic link between

VoxMox and a recording device, VoxMox goes beyond typical VA

functionality. VoxMox extends the hand-free interaction of VAswith

an 16x2-character LCD screen (Figure 3D). In Study A, we observed

that participants were cognizant of but did not contemplate the data

tracked or the frequency of their interactions with their VAs. We

attribute this lack of re�ection to the inherent opacity of internal

functionalities, such as listening and recording, which lack explicit

feedback mechanisms. This opacity resembles the phenomenon

known as the “TARDIS” e�ect, as discussed in our related work [65,

81]. To encourage users to re�ect on their usage frequency, we

implemented a solution: the upper line of the LCD screen now

displays the total duration the device has been actively listening in

the household (referred to as “Total Listening Time” - see Figure 4),

while the bottom line shows the timestamp of the last interaction

recorded by the device (referred to as “Last Recording Time” - see

Figure 4).

Conceptual provocation refers to the idea/belief/concept that

someone wants to provoke through a design [7]. The prevalent idea

that privacy is the sole responsibility of an individual instead of

the tech manufacturers (e.g. system) underpins the design of de-

fault privacy settings and policy solutions to be less in favor of the

users [59]. Moreover, the advertisements from manufacturers intro-

duce VAs as convenient devices that immediately provide users with

seamless control of their home environment which can overshadow

the potential privacy breaches from the back-end complexities (e.g.,

sharing data with third parties) [1, 50, 65, 72]. We expect that by

visually rendering the data �ows of VAs more vividly through Vox-

Mox, we can provoke a conceptual shift. This shift may challenge

ingrained behaviors observed in Study A, such as ignoring privacy

policy updates and displaying a lack of empathy towards secondary

users.

In order to build VoxMox, we utilized a Raspberry Pi 3 Model B to

host a Google Assistant (Figure 5E), a speaker (Figure 5D) and a USB

microphone (Figure 5A), a servo motor to control the cassette pins

(Figure 5C) and the LCD screen (Figure 5B). The implementation

utilized the Google Assistant Library (GAL) in Python, and Python

was also used for controlling all hardware components. Finally,

Python scripts were also used to log users’ interactions with the

device.

5.2 Procedure, Participants and Analysis

VoxMox was implemented as a technology probe study [31] align-

ing with the aim of understanding how provocation is experi-

enced in the real world and challenging existing practices in three

households (di�erent from Study A). All households were recruited

through social media and used the provotype for one week each.

Similar to study A, participants in this study had no previous rela-

tionship with any of the authors. A common inclusion criterion for

all households was that they owned and used a Google Assistant

for at least three months. Similarly to Study A, we ensured that

our study adhered to the ethical guidelines established by our In-

stitutional Review Board. Subsequently, through a consent form,

all households agreed to a) log into their own Google Assistant

through VoxMox, and b) to provide us with their usage data before

and after VoxMox deployment. This is the reason, for example, that

in Figure 4 the ‘Total listening time’ is in days, since this household

owned a Google Assistant for 91 days, 11 hours and 27 minutes. Af-

ter the initial setup, each household placed VoxMox in their home,

and was instructed that they could move it, turn it OFF and end the

study at any moment without any consequences. All households

placed VoxMox in their living room (Figure 6 and Figure 7).

We made sure to clearly explain the intention of the study to

all our participants, and only after they gave their consent did we

proceed with the following steps. We informed our participants

that VoxMox was o�ering the same functionality as their own VAs,

with the addition of them being informed about the hidden listen-

ing/recording functionalities.We also emphasized that participation

in the study was voluntary and that participants had the right to

freely withdraw at any time. To protect the con�dentiality of our

participants, we took measures to remove personally identi�able

information from the collected data, and the log data were only

used anonymously for statistical purposes. Similarly to Study A, all

participants volunteered to participate in the study.
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A

Figure 3: VoxMox: A) Red recording button - always

pressed, B) Red light indicating a recording, C) Cassette

pins spinning upon activation, D) LCD screen displaying

times.

Figure 4: Closeup of VoxMox’s LCD screen. The upper

row displays time since activation and bottom row the

duration of last interaction.

A

B
C

D
E

Figure 5: VoxMox hardware components: (A) USB-

microphone, (B) LCD screen, (C) servo motor, (D) speaker,

and (E) Raspberry Pi.

Household 1 (participants N and O) consisted of a man and a

woman aged 31 and 29 years, respectively. Their household also

included two children (two and four years old). Both adults had

full-time jobs, the man working as a marketing assistant and the

woman as a carpenter. Household 2 (participants P and Q) consisted

of two male roommates, both 22 years old, who lived in a relatively

small apartment. One of the participants had a job in IT-support and

the other was on a break from university. Household 3 (participant

R) consisted of a 25-year-old male computer science student who

had no relation to the project team. We interviewed both occupants

Figure 6: Household 1. VoxMox (right) replacing a Google

Home Mini (left) below the TV in their living room.

Figure 7: Household 3. VoxMox (right) replacing a Google

Home Mini (left) below the TV in their living room.
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from household 1, both occupants from household 2 and the single

occupant from household 3 after they had used VoxMox for a week.

All the interviewed participants considered themselves the primary

user of their VAs. The interview transcripts followed the same

two-step procedure as described in Study A for anonymization.

The transcripts underwent thematic analysis [12] by the same two

authors from Study A. With the input of all authors, we iteratively

progressed from open to thematic coding, identifying instances of

privacy violations being observed, acknowledged, re�ected upon, or

rationalized. These �ndings are presented in the following section.

6 FINDINGS FROM STUDY B: WHAT HAPPENS
WHEN YOU PROVOKE THE STATUS QUO?

Similar to Study A and also other studies with VAs [5, 14, 28], the

main reason for having a VA was convenience. For example, par-

ticipant R informed us that they use a VA because sometimes they

like “being lazy, when I use it as a remote” (Household 3, participant

R).

Things became more visible. The design di�erences between

our provotype and a typical VA were immediately observed by our

participants. For some, the physical design was perceived as ugly:

“I’m not fond of the design. I think it stands out too much and is too

old school for me” (Household 3, participant R). Furthermore, the

LCD screen with its reported times (Figure 4) was characterized as

spooky, the recording sounds as creepy, and the thing as a whole as

old school and intimidating: “It was intimidating because it shows

how much data you feed the VA with” (Household 2, participant P).

Despite the uncomfortableness though, VoxMox was successful in

making the privacy challenges visible for all participants and urged

them to re�ect on their practices: “My �rst thought when acquiring

the Mini was excitement, but also frightening. The element of having

an active microphone in your home, which you do not really know

when listens” (Household 2, participant Q).

These re�ections urged one of our participants to discuss in detail

the need for more regulatory control: “I would prefer that there were

some kind of control, for instance, at the government level, to control

it, so that there were other instances overlooking them rather than

having free play. It would de�nitely be nice if there were some kind

of control regulations that looked at the data [the VA is collecting].

It is unrealistic, but it would be the most ideal for all the data they

[organizations] gather to be screened before the organization gets the

data” (Household 1, participant O).

But maybe you exaggerate a bit? Even though VoxMox was

essentially households’ own Google Assistant with some additions,

many participants believed that we were exaggerating on the level

of surveillance we presented to them though the provotype. For

example, participant O from Household 1, felt surprised when they

realized that their own device was recording, as they believed that

VoxMox recording time “[...] that was probably one giant lie”. Ad-

ditionally, when re�ecting on the VoxMox’s recording sounds, all

participants believed that we were surveying them more than a typ-

ical VA: “The way it works. It keeps recording. Something Happens.”

(Household 2, participant P).

Justi�cation and Apathy. All participant encompassed the

privacy paradox and started justifying the fact they have been

listened to by their VAs. Some, mentioned that they trusted the

companies that produced their VAs: “It is showing trust in having

an active Google Assistant at home because there is a chance that

it will listen all the time. Also when you have not talked to it. If

there is no baseline of trust to the product or Google, or who ever

has these [VAs], Amazon, or Apple. If you do not trust it, it would be

absurd to acquire one of these devices” (Household 3, participant R).

Furthermore, VoxMox was also trusted from one of our participants

as it essentially was their own VA in disguise: “I realized that Google

Assistant has been listening to us for quite some time, and VoxMox is

just a temporary addition for the study. So, it didn’t bother me much

after that realization.” (Household 2, participant Q).

But even though some fears were expressed “I fear that the data

they give to the VA can be used against them if they are leaked.

The thought of having an assistant, ‘a helper’, that you are afraid

to be turned against you is wrong” - (Household 2, participant Q),

all participants showed apathy [80] in prioritizing their privacy

over their comfort. This was observed in two ways. Some of the

participants reasoned that the situation could have been worse and

that the companies were the best they could have encountered

under the circumstances: “Who else would it be? It [data] should not

be in the hands of anyone, preferably” (Household 2, participant Q),

and “They are known to spy on people and their whereabouts using

their services. I don’t mind much, because they will listen anyway

if we talk about privacy. There is a chance that they will get data

elsewhere anyhow. If you have any piece of technology, if it is a PC, a

smart speaker, maybe even a refrigerator. There is always something

under the ropes that listens. It is directly or, as is called, indirectly”

(Household 3, participant R). Second, thinking of companies as

not desirable but partially acceptable, culminates in participants

characterizing themselves as normal and not unique, and accepted

being apathetic in the fact that their personal data could/should be

divulged to these companies.

Finally, as one of our participants stated only if facing extreme

situations people would be interested is changing their practices:

“It would need some kind of scandal so that we would all wake up

and take more responsibility” (Household 1, participant N). Apathy

was also observed while examining the log data we collected for

the three households. All households interacted more than normal

with VoxMox the �rst day of deployment possibly due to it being

something new and exciting. But, then despite feeling provoked

and challenged by VoxMox, all households returned to their nor-

mal apathetic practices. Although the quanti�cation of apathetic

behavior may not be immediately evident in Figure 8 as it is in our

interview �ndings, the categories with the highest usage, such as

controlling services, controlling other devices, and jokes, exhibit

similar patterns between Google VAs and VoxMox across the three

households.

7 DISCUSSION

In this paper, we explore the cognitive and psychological mecha-

nisms underlying individuals’ rationales for balancing the conve-

niences of VAswith potential privacy risks. Initially, we used system

justi�cation theory [33] as a framework to guide thematic analysis

of interviews with 13 participants from Denmark and Japan. Subse-

quently, using the insights from Study A, we developed a provotype

named VoxMox, following the provocation framework outlined by
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Figure 8: Combined average usage patterns of typical VA tasks of all three households using VoxMox (red) and their own VA

(blue) for the duration of a week. Task categorizations emerged from [58].

Bardzell et al. [7]. VoxMox served as a technology probe to foster

deeper re�ections on instances where convenience is prioritized

over privacy concerns. Central to the �ndings of both studies is

the pervasive attitude of apathy toward privacy actions, a focus we

elaborate on in this section.

7.1 Privacy Apathy through Insights from VA
users

Our participants voiced concerns about potential privacy violations

arising from their frequent use of VAs in daily life, yet they did not

take proactive measures to address these concerns. This apathetic

stance suggests that the privacy paradox persists in the context

of VA usage. However, delving deeper, several nuances shed light

on the interplay between privacy concerns and attitudes towards

privacy actions.

Apathetic attitudes towards privacy have been extensively dis-

cussed in the context of online privacy, particularly in social net-

working sites, where individuals express resignation about privacy

violations and perceive an inability to change the situation. This

resignation can sometimes transform into cynicism, where indi-

viduals believe they have no privacy control when using social

networking sites [43]. In such scenarios, the only perceived solu-

tion to prevent privacy violations is to opt out entirely, a course of

action often dismissed as unrealistic due to the fear of missing out

on the conveniences of staying connected [30].

Similarly, in Study B, although VAs’ functionalities, such as listen-

ing and recording, were made visible through VoxMox, households

questioned whether we had exaggerated the surveillance capaci-

ties of their VAs. Despite these concerns, none of the households

chose to disconnect or unplug VoxMox and withdraw from the

study. Instead, they continued to use it almost identically to their

own devices, as revealed in our �ndings. Re�ecting on our study

A �ndings, users demonstrated apathy through a lack of concern

and a persistent disregard for privacy policy updates, sometimes

intentionally avoiding them. Such instances of apathy were ratio-

nalized as participants perceived themselves as “normal” and “not

unique”. In Study B, when users were prompted to re�ect on similar

instances when using VoxMox, which made the internal mecha-

nisms of their VAs more visible, apathetic behavior persisted. For

instance, participants found the LCD screen displaying total listen-

ing time ‘creepy’, contributing to a heightened sense of surveillance

compared to their own VA, despite identical functionalities.

These observations underscore an existing privacy attitude

known as privacy apathy, initially conceptualized by Hargittai et

al. [30] and later adapted by Augustin et al. [6] into the context

of intelligent voice-assisted agents. Privacy apathy suggests indi-

viduals abandon e�orts and lose interest in privacy due to feeling

powerless over their information. In our studies, privacy apathy

also reveals how users habitually interact with VAs without criti-

cally evaluating privacy trade-o�s. Unlike online privacy on social

networks, privacy concerns with VAs can be more pervasive due to

their physical presence, always-on nature, and sleek design, blend-

ing seamlessly into home environments. This may contribute to

apathetic behavior, even when VAs deviate from expected patterns

due to false activations. An increased dependence on VAs can also

lead people to view them as indispensable personal assistants.

In the context of smartphone applications, Shklovski et al. [64]

suggest that people’s lack of response when they encounter unex-

pected data �ows violating their privacy re�ects learned helpless-

ness. This is a resignation stemming from feeling powerless upon

discovering how little control users have over the potential misuse

of their data [24]. Since our provocation intentionally revealed the

capabilities of the technology, we did not anticipate unforeseen

reactions from our participants. Despite being prompted to re�ect

and made intentionally aware of data �ows during interactions,

participants did not change their apathetic attitudes not did they

take privacy actions.

Individuals categorized as ‘privacy unconcerned’ according to

Westin’s privacy segmentation [82] exhibit a disregard for sharing

personal data, minimize privacy issues, and endorse third-party

data sharing despite warnings. However, when applying Westin’s

segmentation to contemporary data-centric technologies, such as
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VAs, some privacy researchers [53, 59, 77] argue that contextual

factors and misinformed views about privacy are often overlooked.

Our �ndings reinforce this viewpoint, revealing that even when

asked to consider privacy breaches andmade aware of audio surveil-

lance capacities, participants remained apathetic, particularly in

scenarios where conveniences of VAs are deeply integrated into

everyday life.

7.2 Implications to Breaking Privacy Apathy

In a state of privacy apathy, people often overlook the importance

of establishing boundaries or exercising control over their personal

data. But why does privacy apathy occur in the �rst place? Is it

only due to convenience, justi�cation of the status quo, or power-

lessness? Upon re�ection of our �ndings, it appears that our partici-

pants assume VAs primarily prioritize their best interests, given the

seamless provision of voice-based conveniences and user-friendly

plug-and-play design. Consequently, there is a lack of awareness

and understanding regarding the privacy implications, in contrast

to the familiarity with the provided conveniences.

Instances where privacy implications are overshadowed by VA

conveniences are apparent in the indi�erence towards VA location

and the disregard for privacy notices. Previous research in smart

home privacy [28, 39, 85] suggests that primary tech-savvy users

may have a tactical advantage in protecting themselves from pri-

vacy violations. However, in contrast, these users may only appear

to make rational trade-o�s between privacy and convenience. In-

stead, their rationality may be overshadowed by apathetic attitudes,

as evidenced by SJT mechanisms: stereotyping (e.g., users show

apathy when they overlook mistakes made by their VAs), rational-

ization of the status quo (e.g., users show apathy when justifying

placing VAs in sensitive locations at home), and internalization

of structural inequalities (e.g., users show apathy upon becoming

aware of personal data shared with third parties).

Future studies should consider addressing privacy apathy

through a comprehensive approach that includes analyzing pri-

vacy fatigue [6, 69], which incorporates cynicism and emotional

exhaustion from feeling powerless. Although our provocation fa-

cilitated re�ections, it did not provide users with active control.

Therefore, we recommend that future studies using provotypes

explore opportunities to provide users with explicit control (see,

e.g., [63, 79]), which can foster the habit of coupling awareness and

taking control as a means of breaking privacy apathy. In this regard,

we suggest incorporating knowledge from previous work through

concepts such as tangible privacy and perceptible assurance, which

cater to inclusion for di�erent household members who perceive

privacy di�erently due to their varying mental models [2, 23, 83].

In study B, when the participants used VoxMox and saw more

about how their own VAs work, looking back, we think that they

may have used similar psychological mechanisms as seen in study

A. This could have led them to make justi�cations and act apa-

thetically toward privacy concerns. Based on the re�ections of the

participants, privacy apathy may potentially transform into engage-

ment only when they personally experience a breach of privacy.

Although provocation provided a medium to re�ect apathetic atti-

tudes, we believe that provocation also opened situations in which

participants felt embarrassed as a consequence of their own actions.

One such situation could be that when VoxMox made the inner

workings of VAs more visible by engaging users with the aesthetic

provocation of the overall appearance along with LED lights and

also with the functional provocation of explicitly showing the dura-

tion of audio recordings. Participants expressed negative emotions

such as feeling creeped out, while showing apathy at the same

time. This interplay between expressing negative emotions and

showing apathy resulted in participants suppressing embarrassing

feelings. This suppression could be due to participants confronting

their own choices or actions related to privacy protection, which

they may have contemplated taking but deemed unnecessary or

belated at that juncture. Although it may be considered outside the

scope of this paper to delve in-depth into the topic of suppressing

embarrassing emotions, a potential avenue to gain further insight

could be exploring Dahl’s theory of awkwardness [20].

Exploring embarrassing situations in shared physical spaces

could present a promising avenue for future research with smart

home devices in general. Smart home devices are characterized

as multi-user devices with �exible usage boundaries, raising con-

cerns about users’ awareness of the device’s surveillance capabili-

ties [85]. Privacy apathy may also arise from potential hesitations

regarding how others perceive privacy measures, which can hinder

the adoption of protective actions. Previous research [28, 39] has

demonstrated how primary users in�uence privacy perceptions

within a household. We speculate that the fear of judgment and

the perception of excessive caution by non-tech-savvy users could

create resistance for tech-savvy primary users in implementing pri-

vacy measures. A constructive direction for future research could

involve investigating the relationship between privacy apathy and

embarrassing situations in social settings. We posit that this inquiry

intersects with the concept of ‘self-cringe’ [20], where individu-

als experience embarrassment due to their own contributions to

privacy vulnerabilities [47].

From a design perspective, we suggest that one approach could

be to design for self-cringe experiences with the aim of stimulating

more re�ections and prompting proactive responses through ex-

plicit privacy controls. An extension of our provocation could move

in the direction of advocating more visceral VAs [27, 62] that could

involve transforming the traditionally amicable smart assistant per-

sona into a more ominous one that always steers clear of passive

privacy notices. This direction aims to elicit self-cringe experiences

that could further heighten re�ection and decisive actions that may

work towards breaking privacy apathy. However, designers and

researchers must exercise caution in determining the intensity of

these self-cringe experiences, as excessive discomfort may arise.

The ethical implications of deploying such designs should involve

considerations on the impact on user’s psychological well-being be-

cause excessive discomfort or embarrassment can potentially lead

to stress. Furthermore, designers must consider the diverse range

of users and their sensitivities to technology and acknowledge that

some users may be more vulnerable that others [55]. Methodologi-

cally, designers must make users aware of the purpose and possible

emotional impact of designs, ensuring that their participation is

voluntary and informed along with the possibility to freely opt-out

without any consequences.



NordiCHI 2024, October 13–16, 2024, Uppsala, Sweden

7.3 Limitations

We acknowledge several limitations to the studies conducted. Firstly,

observations made in households cannot necessarily be transferred

to other cultures due to our limited demographics of mainly Danish

participants. Second, the provotype in Study B was only deployed

for one week in each household and the provotoype was also limited

to only making the data �ow in a VA more visible and not o�ering

any explicit control options. This limitation hinders our ability to

fully understand the long-term e�ects of privacy apathy and chal-

lenges our claims that participants remained indi�erent even when

provoked. Furthermore, it makes our speculations about the link

between privacy apathy and embarrassing situations currently in-

su�cient and warrants further investigation, particularly when we

suggest that apathy arises from individuals’ own contributions to

privacy vulnerabilities. Third, our interviews comprised viewpoints

mostly from primary users of VAs, and we believe that in the future

including and engaging secondary users and bystanders, such as

guests who can show di�erent perceptions of privacy, would add

further value to the implications of privacy apathy. Future studies

are crucial to investigate the connection between negative emo-

tions, such as embarrassment suppression, and privacy apathy. This

understanding could potentially serve as motivation for individuals

to steer clear of apathetic behavior towards privacy actions.

8 CONCLUSION

We investigated psychological and cognitive mechanisms that peo-

ple use to rationalize and justify their privacy attitudes and behav-

iors when using VAs. The �ndings presented from the two studies

illustrated a pervasive attitude of apathy toward privacy actions.

Our contribution to the �eld of HCI is two-fold. Firstly, the identi-

�ed instances through the lens of system justi�cation theory and

subsequently from the �eld studies conducted through the VoxMox

provotype increase the empirical understanding of how people

show privacy apathy despite being provoked to re�ect by making

the internal workings and data �ows of their VAs more visible. Sec-

ondly, we highlighted the identi�ed apathetic privacy attitudes by

re�ecting on our �ndings and also situating the identi�ed apathetic

instances in relation to the existing literature. We concluded by

providing several implications on how future studies can break

privacy apathy.
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